**Module 5 Questions:**

**Q1.** Explain the difference between data collection and data capture (10mrks)

**Key terms**

d*ata collection is any process where purpose is to acquire or assist in the acquisition of data.*

**Data collection**

* Careful planning of the collection process should include the establishment of roles and responsibilities regarding all aspects linked to collection, including its communication strategy, execution, assessment, monitoring, contingency planning and security.
* Design the collection process in order to reduce respondent burden and collection cost, and to maximize timeliness and data accuracy. Data could be collected through self-enumeration, telephone interviews or personal interviews with either a paper or an electronic questionnaire (e.g. electronic data reporting, Internet, computer-assisted interviewing). To achieve the design objectives stated above more easily, consider using more than one method throughout the collection cycle. For instance, collection may start with self-enumeration using a paper or Internet questionnaire and may finish with a personal interview. For self-enumeration surveys, use multiple events (e.g. pre-collection advertisement card, introduction letter with the questionnaire, reminder card, reminder call or visit) over the collection period in order to stimulate the return of questionnaires. Examine whether some of the data elements could be acquired via administrative records instead of the more costly and sometimes less accurate traditional collection methods. Consider conducting the collection as a supplement to a large-scale survey. This would not only potentially reduce survey costs and respondent burden but also make available a wealth of information for nonresponse adjustment. When feasible, conduct pilot studies or tests to help determine or fine-tune the collection operation.
* Establish appropriate sample control procedures and measures for all data collection operations (e.g. delivery and return of paper questionnaires, follow up on gaps or inconsistencies, follow up on nonresponse). Such procedures track the status of sampled units from the beginning through to the completion of data collection so that data collection managers and interviewers can assess progress at any point in time. This is particularly important for surveys that use many data collection modes and that move cases from one mode to another (or from one collection center to another). Sample control procedures are also used to ensure that every sampled unit is processed through all the steps subsequent to data collection (i.e. capture and coding steps), with a final status being recorded. Sample control measures can be used to evaluate the efficiency of those procedures.
* Establish and maintain good respondent relationships in order to obtain a good response rate. Such measures can include advertising the upcoming survey, an introductory letter to inform the respondents that they will be part of a survey, an informative brochure with key statistics to maintain their interest in participating in the survey (in particular for longitudinal surveys) or procedures facilitating access to publicly available information (for example on a website, a guide to complete the questionnaire or helpline particularly for self-enumeration surveys) or a letter thanking them for their participation. These measures will help to sensitize the units selected in the sample to participate in the survey.
* When collecting data, ensure that the respondent or the appropriate person within the responding household or organization is contacted at the appropriate time. Allow the respondent to provide the data in a method and format that is convenient to the individual and his or her organization. This will help increase response rates and improve the quality of the information obtained from the respondents. Special reporting arrangements should be considered in specific cases in order to reduce respondent burden and to facilitate the collection of information.  For example, consider creating a special collection arrangement for enterprises that are involved in many surveys. For households, when the targeted respondent is not available, establish rules to determine who could act as an appropriate proxy should this be an option.
* For collection by interview, determine the best time to call or to visit survey units based on paradata acquired during previous iterations of the survey or from a similar survey. Manage calls or visits in such a way that respondents are contacted at the best time and that the number of call or visit attempts does not exceed a useful maximum. In addition, respondents should each be assigned a priority level so that they may be contacted or visited for interviews based on order of importance. Assignment priority should be based on the target effective sample size by domain of interest that would lead to estimates accurate enough (having low bias and variance) to be released. For business surveys, this would mean giving higher priority to large or influential units first, possibly at the risk of missing smaller units. For household surveys, priority should be given to units less likely to respond. A score function is a useful tool for prioritization. For telephone interviews, use an automated system to manage case call scheduling. Such a system should also prioritize cases.
* Interviewers are vital to the success of data collection operations. Interviewer manuals and training must be carefully prepared and planned, since they provide the best way to guarantee data quality (e.g. high response rate and accurate responses), the comprehension of survey concepts and subject matter, as well as to ensure proper answers to questions from respondents. Training can use different approaches such as home study, classroom training, mock interviews or live interviews. Interviewing skills of interviewers should be monitored to ensure that they conform to a pre-established list of standards (e.g. reading questions as written in the questionnaire). This monitoring should also be used to identify strengths and weaknesses in the interviewer's skill set, to provide feedback to the interviewers and to focus training on weaker areas. Depending on the interviewing mode and resources, the monitoring may either be done using recordings of the interviews or live. Consultation with interviewers and staff directly responsible for collection operations will help in the development of better training tools. Follow-up interviews with respondents may also be used to get the respondent's point of view on how the interview was carried out.
* Tracing should be conducted to locate and contact respondents when the available contact information on the survey unit is likely to be outdated. Tracing increases response rate and helps in determining if the sampled unit is still in scope. Consider using administrative sources (e.g. telephone files, other survey frames) prior to survey collection and during collection in order to update contact information. During collection, facilitate high quality tracing by obtaining extra information related to the sample unit, for example, the names of other family members, relationship, age, etc. Local knowledge might also be useful. Consider forming a team of tracing experts when the survey is repeated, or its collection period is over several months. In between cycles, facilitate feedback from the respondent to update contact information. For example, provide the respondents with a "change of address" card and ask them to notify the Agency if a move occurs. Collect tracing information (e.g. Internet address, cell phone number) that can be used in the subsequent survey cycles.
* For self-enumeration surveys, once the data is received, verify gaps or inconsistencies related to accuracy of the coverage information and the quality of the data provided. Follow-up interviews may be needed in some cases (e.g. when the questionnaire is missing a large number of items). Assign a follow-up priority based on the statistical importance of these units and of the missing items.
* Given that self-enumeration surveys tend to result in lower unit response rates, consider following up with non-respondents by telephone or in person to obtain their participation or conduct an interview. Ensure that collection staff is informed in a timely fashion of the registration of returned questionnaires in order to avoid unnecessary follow-ups. This type of follow-up is particularly important in the case of longitudinal surveys where the investment is clearly more long-term and the sample is subject to accumulating attrition (and possibly bias) due to nonresponse at each survey occasion. Unit nonresponse follow-ups should also be prioritized with the approach described above for managing interview surveys. Paradata (e.g. number of call or visit attempts) can also be useful to prioritize follow-ups.
* As a last step of the collection operation, consider contacting a sub-sample or all of the non-responding units (including unresolved cases) to determine whether they are in scope or not (e.g. active business or not, occupied dwelling or not); and, if so, a critical data item such as size (e.g. business total income, household size) should be obtained. This information will be useful for the nonresponse adjustment. In some instances, the information can be obtained from or approximated by current administrative data for all of the non-responding units.
* Provide plans and tools to actively manage survey data collection while it is in progress. Productivity measures (e.g. daily and cumulative number of units resolved) and cost indicators (e.g. daily and cumulative interviewer hours and travel expenditures) can be used to assess the relationship between the collection effort and the results (e.g. unit response rate). Compared with planned values, these indicators also help survey managers in their decision-making throughout the collection period. Used in conjunction with the daily response rate, the daily productivity rate and daily average unit cost provide the marginal cost of response rate increase during the course of collection.  Activity and cost indicators (according to selected unit or completed questionnaire) also make it possible to evaluate the additional costs and effort required to increase response rates, particularly towards the end of the collection period.
* Every effort should be made to ensure the confidentiality of the data. Staff handling confidential data must be familiar with best practices regarding the printing, handling and filing of paper documentation, the handling of electronic files, and the rules regarding the dissemination of information.
* Consider implementing a re-interview program to assess the overall accuracy of interviewing operations.
* Use Para data to identify operational efficiency and cost-efficiency opportunities (e.g. sequence of calls, best time to call, optimal limit for calls or visits, etc.) in order to improve current and future collection processes and practices. For example, use average and distribution of interview duration to plan the next survey cycle. Interview duration can also be used to evaluate part of respondent burden. If interview duration is analyzed by interviewer, it can be used as well to identify those potentially requiring additional training (e.g. those with outlying average duration).

### Key terms

*While data capture is referred to any process that convert the information provided by a respondent into electronic format this conversion is either automated or involves staff keying the collected data.*

Data capture

* Design the capture process in order to reduce capture cost and to maximize timeliness and data accuracy. Data items could be captured during survey collection by the respondents (e.g. Internet, EDR) or the interviewers (e.g.CATI, CAPI). This obviously reduces the cost of capture, increases the timeliness and has the potential of improving accuracy through edit rules being integrated into the computer application. When it is not feasible to integrate capture with collection, the capture is performed either by operators (manual key entry) or in an automated fashion (scanning followed by Intelligent Character Recognition). The latter is preferred as it reduces cost and often enhances accuracy of the data.
* For CATI and CAPI interviewers, who often perform data capture and coding during collection, use standard collection tools and process (e.g. standard screens and standardized questions) to ease interviewer work and limit the risk of introducing a capture error. Integrate edit rules in the collection system to validate the entry of data items and allow for potential corrections of errors (i.e. keying error, response error and missing item) at the time of collection.
* Data capture operators are critical to the success of the capture operations. Ensure that they have appropriate training and tools. Prepare training material and procedures for the keyers and deliver training sessions. This will enhance the skills of the staff and thus ensure accurate capture of data collected. Use quality control methods to verify whether the accuracy of capture performed by operators meets the pre-established levels and provide them with feedback for improvement.
* Manual data capture from paper questionnaires or scanned images is subject to keying errors. Incorporate online edits for error conditions that the data capture operator can correct (i.e. edits that will identify keying errors). Record these cases for later review and analysis. When feasible, the manual operation should be tested prior to conducting the survey.
* For automated data capture, ensure that the questionnaire is designed to ease the scanning and the intelligent character recognition.
* When automated capture is used, some questionnaires cannot be scanned, and others can be scanned but characters cannot be recognized. For damaged or badly scanned questionnaires, use a team of keyers to perform the capture.
* Systems for automated data capture by intelligent character recognition from scanned images should be tested prior to implementation. Such systems may cause relatively high rates of systematic errors in specific data items. It might be possible to improve the algorithms and their parameters to reduce the error rates. For the data items at high risk of systematic error, consider using keyers.
* Keyers should also be used to conduct a sample study assessment of the accuracy of automated capture. The results of such a study can be used to improve the process.
* Institute effective control of systems to ensure the security of data capture, transmission and handling, especially with new technologies such as cell phone and Internet data collection. Prevent loss of information and the resulting decline in quality, and potentially in credibility, due to system failures or human errors. Develop procedures for destroying the data when no longer needed.

*Notes:*

*Data collection is active: you are getting the data by asking question, sending a survey, or having people fill out questionnaire*

*Data capture is passive: you are recording data that is being generated by an activity you didn’t originate, for instance, data on visiting a website.*

***Q2: Explain the benefits of correctly interpreting data in an M&E process. (5 mrks)***

*KEY TERMS*

*Data Interpretation*

*Data interpretation refers to the implementation of processes through which data is reviewed for the purpose of arriving at an informed conclusion. The interpretation of data assigns a meaning to the information analyzed and determines its signification and implications.*

*The importance of data interpretation is evident, and this is why it needs to be done properly. Data is very likely to arrive from multiple sources and has a tendency to enter the analysis process with haphazard ordering. Data analysis tends to be extremely subjective. That is to say, the nature and goal of interpretation will vary from business to business, likely correlating to the type of data being analyzed. While there are several different types of processes that are implemented based on individual data nature, the two broadest and most common categories are “quantitative analysis” and “qualitative analysis”.*

*Yet, before any serious data interpretation inquiry can begin, it should be understood that visual presentations of data findings are irrelevant unless a sound decision is made regarding scales of measurement. Before any serious data analysis can begin, the scale of measurement must be decided for the data as this will have a long-term impact on data interpretation ROI. The varying scales include:*

* *Nominal Scale: non-numeric categories that cannot be ranked or compared quantitatively. Variables are exclusive and exhaustive.*
* *Ordinal Scale: exclusive categories that are exclusive and exhaustive but with a logical order. Quality ratings and agreement ratings are examples of ordinal scales (i.e., good, very good, fair, etc., OR agree, strongly agree, disagree, etc.).*
* *Interval: a measurement scale where data is grouped into categories with orderly and equal distances between the categories. There is always an arbitrary zero point.*
* *Ratio: contains features of all three.*
* *Once scales of measurement have been selected, it is time to select which of the two broad interpretation processes will best suit your data need.*

*When interpreting data, an analyst must try to discern the differences between correlation, causation and coincidences, as well as many other bias – but he also must consider all the factors involved that may have led to a result. There are various data interpretation methods one can use.*

*The interpretation of data is designed to help people make sense of numerical data that has been collected, analyzed and presented. Having a baseline method (or methods) for interpreting data will provide your analyst teams a structure and consistent foundation. Indeed, if several departments have different approaches to interpret the same data, while sharing the same goals, some mismatched objectives can result. Disparate methods will lead to duplicated efforts, inconsistent solutions, wasted energy and inevitably – time and money. In this part, we will look at the two main methods of interpretation of data: with a qualitative and a quantitative analysis.*

*Qualitative Data Interpretation*

*Qualitative data analysis can be summed up in one word – categorical. With qualitative analysis, data is not described through numerical values or patterns, but using descriptive context (i.e., text). Typically, narrative data is gathered by employing a wide variety of person-to-person techniques. These techniques include:*

* *Observations: detailing behavioral patterns that occur within an observation group. These patterns could be the amount of time spent in an activity, the type of activity and the method of communication employed.*
* *Documents: much like how patterns of behavior can be observed, different types of documentation resources can be coded and divided based on the type of material they contain.*
* *Interviews: one of the best collection methods for narrative data. Enquiry responses can be grouped by theme, topic or category. The interview approach allows for highly focused data segmentation.*

*A key difference between qualitative and quantitative analysis is clearly noticeable in the interpretation stage. Qualitative data, as it is widely open to interpretation, must be “coded” so as to facilitate the grouping and labeling of data into identifiable themes. As person-to-person data collection techniques can often result in disputes pertaining to proper analysis, qualitative data analysis is often summarized through*[*three basic principles*](ftp://ftp.qualisresearch.com/pub/qda.pdf)*: notice things, collect things, think about things.*

*Quantitative Data Interpretation*

*If quantitative data interpretation could be summed up in one word (and it really can’t) that word would be “numerical.” There are few certainties when it comes to data analysis, but you can be sure that if the research you are engaging in has no numbers involved, it is not quantitative research. Quantitative analysis refers to a set of processes by which numerical data is analyzed. Often, it involves the use of statistical modeling such as standard deviation, mean and median. Let’s quickly review the most common statistical terms:*

* *Mean: a mean represents a numerical average for a set of responses. When dealing with a data set (or multiple data sets), a mean will represent a central value of a specific set of numbers. It is the sum of the values divided by the number of values within the data set. Other terms that can be used to describe the concept are arithmetic mean, average and mathematical expectation.*
* *Standard deviation: this is another statistical term commonly appearing in quantitative analysis. Standard deviation reveals the distribution of the responses around the mean. It describes the degree of consistency within the responses; together with the mean, it provides insight into data sets.*
* *Frequency distribution: this is a measurement gauging the rate of a response appearance within a data set. When using a survey, for example, frequency distribution has the capability of determining the number of times a specific ordinal scale response appears (i.e., agree, strongly agree, disagree, etc.). Frequency distribution is extremely keen in determining the degree of consensus among data points.*

*Typically, quantitative data is measured by visually presenting correlation tests between two or more variables of significance. Different processes can be used together or separately, and comparisons can be made to ultimately arrive at a conclusion. Other signature interpretation processes of quantitative data include:*

* *Regression analysis*
* *Cohort analysis*
* *Predictive and prescriptive analysis*

*Now that we have seen how to interpret data, let’s move on and ask ourselves some questions: what is some data interpretation benefits? Why do all industries engage in data research and analysis? These are basic questions, but that often don’t receive adequate attention****.***

**THE BENEFIT OF CORRECTLY ENTERPRETING DATA**

The purpose of collection and interpretation is to acquire useful and usable information and to make the most informed decisions possible. data collection and interpretation provide limitless benefits for a wide range of institutions and individuals.

Data analysis and interpretation, regardless of method and qualitative/quantitative status, may include the following characteristics:

* Data identification and explanation
* Comparing and contrasting of data
* Identification of data outliers
* Future predictions

Data analysis and interpretation, in the end, helps improve processes and identify problems. It is difficult to grow and make dependable improvements without, at the very least, minimal data collection and interpretation. What is the key word? Dependable. Vague ideas regarding performance enhancement exist within all institutions and industries. Yet, without proper research and analysis, an idea is likely to remain in a stagnant state forever (i.e., minimal growth). So… what are a few of the business benefits of digital age data analysis and interpretation? Let’s take a look!

**1) Informed decision-making:** A decision is only as good as the knowledge that formed it. Informed data decision making has the potential to set industry leaders apart from the rest of the organization pack. [Studies have shown](https://hbr.org/2012/10/big-data-the-management-revolution/ar) that organization in the top third of their projects are, on average of informed data decision-making processes. Most decisive actions will arise only after a problem has been identified or a goal defined. Data analysis should include identification, thesis development and data collection followed by data communication.

If organization only follow that simple order, one that we should all be familiar with from grade school science fairs, then they will be able to solve issues as they emerge in real time. Informed decision making tends to be cyclical. This means there is really no end, and eventually, new questions and conditions arise within the process that need to be studied further. The monitoring of data results will inevitably return the process to the start with new data and sights.

**2) Anticipating needs with trends identification:**data insights provide knowledge, and knowledge is power. The insights obtained from market and consumer data analyses can set trends for peers within similar organization. A perfect example of how data analysis can impact trend prediction can be evidenced in the music identification application, [Shazam](https://www.theguardian.com/technology/datablog/2013/dec/10/shazam-big-data-prediction-breakthrough-music-artists). The application allows users to upload an audio clip of a song they like but can’t seem to identify. Users make 15 million song identifications a day. With this data, Shazam has been instrumental in predicting future popular artists.

When industry trends are identified, they can then serve a greater industry purpose. For example, the insights from Shazam’s monitoring benefits not only Shazam in understanding how to meet consumer needs, but it grants music executives and record label companies an insight into the pop-culture scene of the day. Data gathering and interpretation processes can allow for industry-wide climate prediction and result in greater revenue streams across the market. For this reason, all institutions should follow the basic data cycle of collection, interpretation, decision making and monitoring.

**3) Cost efficiency:** Proper implementation of data analysis processes can provide businesses with profound cost advantages within their industries. A recent data study performed by [Deloitte](http://www2.deloitte.com/content/dam/Deloitte/global/Documents/Deloitte-Analytics/dttl-analytics-analytics-advantage-report-061913.pdf) vividly demonstrates this in finding that data analysis ROI is driven by efficient cost reductions. Often, this benefit is overlooked because making money is typically viewed as “sexier” than saving money. Yet, sound data analyses have the ability to alert management to cost-reduction opportunities without any significant exertion of effort on the part of human capital.

A great example of the potential for cost efficiency through data analysis is Intel. Prior to 2012, Intel would conduct over 19,000 manufacturing function tests on their chips before they could be deemed acceptable for release. To cut costs and reduce test time, Intel implemented predictive data analyses. By using historic and current data, Intel now avoids testing each chip 19,000 times by focusing on specific and individual chip tests. After its implementation in 2012, Intel saved over [$3 million in manufacturing costs](http://www.informationweek.com/software/information-management/intel-cuts-manufacturing-costs-with-big-data/d/d-id/1109111). Cost reduction may not be as “sexy” as data profit, but as Intel proves, it is a benefit of data analysis that should not be neglected.

**4) Clear foresight:**organization that collect and analyze their data gain better knowledge about themselves, their processes and performance. They can identify performance challenges when they arise and take action to overcome them. Data interpretation through visual representations lets them process their findings faster and make better-informed decisions on the future

**To Conclude…**

The importance of data interpretation is undeniable. Dashboards not only bridge the information gap between traditional data interpretation methods and technology, but they can help remedy and prevent the major pitfalls of interpretation. As a digital age solution, they combine the best of the past and the present to allow for informed decision making with maximum data interpretation.

## **Q3.** Explain the main concerns for a data analyst while undertaking the task of data analysis. (10 mrks)

## 

## **Main concern for data analyst while undertaking the task of data analysis**

It is important for an organization to hire a data analyst having skills that are varied as the job of a data analyst is multidisciplinary data analysis

In this digitalized world, we are producing a huge amount of data in every minute. The amount of data produced in every minute makes it challenging to store, manage, utilize, and analyze it. Even large organization are struggling to find out the ways to make this huge amount of data useful. Today, the amount of data produced by large organization is growing, as mentioned before, at a rate of 40 to 60% per year. Simply storing this huge amount of data is not going to be all that useful and this is the reason why organizations are looking at options like data lakes and big data analysis tools that can help them in handling big data to a great extent. Now, let’s take a quick look at some challenges faced in Data analysis:

**1. Need for Synchronization Across Disparate Data Sources**

As data sets are becoming bigger and more diverse, there is a big challenge to incorporate them into an analytical platform. If this is overlooked, it will create gaps and lead to wrong messages and insights.

**2. Acute Shortage of Professionals Who Understand Data Analysis**

The analysis of data is important to make this voluminous amount of data being produced in every minute, useful. With the exponential rise of data, a huge demand for big data scientists and Big Data analysts has been. Another major challenge faced by the organization is the shortage of professionals who understand Data analysis. There is a sharp shortage of data scientists in comparison to the massive amount of data being produced.

**3. Getting Meaningful Insights Through the Use Of Big Data Analytics**

It is imperative for organizations to gain important insights from Data analytics, and it is important that only the relevant department has access to this information. A big challenge faced by the organization in the Data analytics is mending this wide gap in an effective manner.

**4. Getting Voluminous Data Into The Data Platform**

It is hardly surprising that data is growing with every passing day. This simply indicates that organizations need to handle a large amount of data on daily basis. The amount and variety of data available these days can overwhelm any data engineer and that is why it is considered vital to make data accessibility easy and convenient for brand owners and managers.

**5. Uncertainty of Data Management Landscape**

With the rise of Big Data, new technologies and organization are being developed every day. However, a big challenge faced by the companies in the Big Data analytics is to find out which technology will be best suited to them without the introduction of new problems and potential risks.

**6. Data Storage and Quality**

organizations are growing at a rapid pace. With the tremendous growth of the large organizations, increases the amount of data produced. The storage of this massive amount of data is becoming a real challenge for everyone. Popular data storage options like data lakes/ warehouses are commonly used to gather and store large quantities of unstructured and structured data in its native format. The real problem arises when a data lakes/ warehouse tries to combine unstructured and inconsistent data from diverse sources, it encounters errors. Missing data, inconsistent data, logic conflicts, and duplicates data all result in data quality challenges.

**7. Security and Privacy of Data**

Once an organization discover how to use Data, it brings them a wide range of possibilities and opportunities. However, it also involves the potential risks associated with data when it comes to the privacy and the security of the data. The Data tools used for analysis and storage utilizes the data disparate sources. This eventually leads to a high risk of exposure of the data, making it vulnerable. Thus, the rise of voluminous amount of data increases privacy and security concerns.

To overcome these Data challenges in the large organizations, a corporate training program in Data should be organized by the project directors and managers

**Q4.** Describe key measures that are mandatory for data quality assurance at program level and explain the value of data quality assurance. (15 mrks)

.

**Illustrates that data possess 5 key high-quality attributes**

* **Validity**
* **Reliability**
* **Precision**
* **Integrity**
* **Timeliness**

**Validity**

* **Face validity-data must be true representations of the indicator of interest, and the indicator must be a valid measure of the result.**
* **Attribution. Changes in the indicator can be plausibly associated with organization interventions.**
* **Measurement Error. Sampling and non-sampling errors.**

**Reliability**

**Data are considered reliable if the methods by which they are collected and analyzed remain stable over time.**

**Are data collection and analysis methods documented in writing and being used to ensure the same procedures are being followed each time?**

**Precision**

**• Precise data have enough detail to present a fair picture of what is actually happening.**

* **Is the margin of error reported along with the data? – Limited biases**
* **Is the data collection method/tool being used to collect the data fine-tuned or exact enough to register the expected change? (e.g. A yardstick may not be precise enough tool to measure a change of a few millimeters)**

**Integrity**

* **Data that have integrity are protected by a system that reduces the possibility of bias (either by transcription error or deliberate manipulation) Are procedures or safeguards in place to minimize data transcription errors?**
* **Is there independence in key data collection, management, and assessment procedures?**
* **Are mechanisms in place to prevent unauthorized changes to the data?**

**Timeliness**

* **Are data available frequently enough to inform program management decisions?**
* **Are the data reporting the most current practically available?**
* **Are the data reported as soon as possible after being collected?**

**What is a Data Quality Assurance?**

* **Outlines strategies in the routine monitoring system to reduce:**
* **Estimation error and bias**
* **Measurement error and bias**
* **Transcription errors**
* **Data processing error**
* **Describes how/ when internal data quality assessments will be implemented**

**Recipe for successful data quality assurance**

**A. Adequate staff capacity, supervision and accountability**

**B. Complete documentation of processes/ protocols readily available to collectors and processors**

**C. Routine cross checking-mechanisms**

**D. Clear strategy to respond to problems**

**E. Adequate financial and logistical resources to ensure timely performance**

**Essential elements of a data quality assurance**

* 1. **Description of staff capacity, supervision and accountability.**
  2. **Number and qualifications of staff**
  3. **Job descriptions**
  4. **Time allocated to M&E responsibilities**
  5. **Nature and timing of relevant training**
  6. **Provisions for corrective action and accountability**

**Essential elements of a data quality assurance**

**B. Complete documentation of processes and protocols for:**

* **Data collection**
* **Language-appropriate**
* **Clearly defined procedures**
* **Data cleaning**
* **Recording**
* **Aggregation**

**Essential elements of a data quality assurance**

**B. Documentation of processes and protocols for:**

* **Data access**
* **Safeguarding data**
* **Reporting**
* **Regular verification of consistency and compliance with methods and protocols**

**• Data management and safeguard**

**Essential elements of a data quality assurance**

**C. Description of processes for routine crosschecking and verification**

* **What are some effective methods?**
* **Supervisors or M&E officers visit small sample of HH, farmers, mothers, etc.**
* **Systematic review of collected data to compare values collected across time and location**
* **flag outliers**
* **Reasonability checks and comparisons in data entry / processing software**

**Essential elements of a data quality assurance**

**D. Description of the strategy to respond to data quality problems**

* **Quality issues identified during routine cross-checks**
* **Limitations identified during a data quality assessment.**

**Essential elements of a data quality assurance**

**E. Description of financial resources and logistical support to assure timely performance. e.g., for:**

* **Travel**
* **Training**
* **Procurement / reproduction of instruments and tools**

**What must be included in the Data Management and Safeguard Plan?**

* **Database entry procedures**
* **Data management protocol**
* **Data management coordination across partners (for consortium/ partnerships).**

**Q5:** In about 350 words, describe the main challenges to effective data interpretation and analysis. (10 mrsk)

A key challenge is to help users develop a consistent model when they explore data. Actions that cause changes in the visualization of data (for example applying filter to remove points and instantly relocate others as axis scales adjust) tend to disrupt user’s perception of the scene and affect recall and require more attention

* Moreover, users make incremental progress while analyzing. More

often than not, most data exploration systems do not reflect a trace of their past action which

have led them to the current state. Users may not remember the steps that lead to them

current position on data. Another challenge while data scales up is to help users develop models

for information that may surpass their working memory limits. As data scales up, another

challenge is to help users model information that may exceed their working memory limits. For

instance, a user attempting to track a relationship that spans three or four dimensions may have to compare between three or four different charts to find it, due to interface restrictions. This

could get taxing and difficult to manage, even for an expert.

Going by the fact that sensemaking performance is influenced by motivation and efficacy

* interfaces should encourage exploration and extensive data digging. Complex interfaces

may require long periods of training and might be overwhelming and intimidating for new

comers

* Current research provides an insight into not only delivering easy and motivating

interfaces, but also solving the problems of enhancing recall and modeling mentioned in the

previous paragraph. Users are already well trained for interaction with objects in the real world.

By designing exploratory visualization tools that use physics and naturalism to match users’ real

life experiences, fluidly move between analysis steps (as real objects do), and utilize touch

modalities that bind users and their interface actions

* exploratory performance can be improved

The oft-repeated mantra of those who fear data advancements in the digital age is “big data equals big trouble.” While that statement is not accurate, it is safe to say that certain data interpretation problems or “pitfalls” exist and can occur when analyzing data, especially at the speed of thought. Let’s identify three of the most common data misinterpretation risks and shed some light on how they can be avoided:

**1) Correlation mistaken for causation:** our first misinterpretation of data refers to the tendency of data analysts to mix the cause of a phenomenon with correlation. It is the assumption that because two actions occurred together, one caused the other. This is not accurate as actions can occur together absent a cause and effect relationship.

* Digital age example:if increased revenue is the result of increased social media followers… there might a definitive correlation between the two, especially with today’s multi-channel purchasing experiences. But that does not mean an increase in followers is the direct cause of increased revenue. There could be both a common cause or an indirect causality.
* Remedy: attempt to eliminate the variable you believe to be causing the phenomenon.

**2) Confirmation bias:**our second data interpretation problem occurs when you have a theory or hypothesis in mind but are intent on only discovering data patterns that provide support, while rejecting those that do not.

* Digital age example: your boss asks you to analyze the success of a recent multi-platform social media marketing campaign. While analyzing the potential data variables from the campaign (one that you ran and believe performed well), you see that the share rate for Facebook posts were great, while the share rate for Twitter Tweets were not. Using only the Facebook posts to prove your hypothesis that the campaign was successful would be a perfect manifestation of confirmation bias.
* Remedy:as this pitfall is often based on subjective desires, one remedy would be to analyze data with a team of objective individuals. If this is not possible, another solution is to resist the urge to make a conclusion before data exploration has been completed. Remember to always try to disprove a hypothesis, not prove it.

**3) Irrelevant data:** the third and final data misinterpretation pitfall is especially important in the digital age. As large data is no longer centrally stored, and as it continues to be analyzed at the speed of thought, it is inevitable that analysts will focus on data that is irrelevant to the problem they are trying to correct.

* Digital age example:in attempting to gauge the success of an email lead generation campaign, you notice that the number of homepage views directly resulting from the campaign increased, but the number of monthly newsletter subscribers did not. Based on the number of homepage views, you decide the campaign was a success when really it generated zero leads.
* Remedy:proactively and clearly frame any data analysis variables and KPIs prior to engaging in a data review. If the metric you are using to measure the success of a lead generation campaign is newsletter subscribers, there is no need to review the number of homepage visits. Be sure to focus on the data variable that answers your question or solves your problem and not on irrelevant data.

* challenges arising from effective analysis and interpretation of large data sets have made the data analyst’s job more challenging than ever. Although data analysts now have access to a variety of statistical and AI tools capable of performing different aspects of data analysis and interpretation, they certainly need further support. For example, they need competent interactive tools for exploring complex real-world data sets; they need powerful graphical techniques for visualizing multi-dimensional data; they need new computational tools for controlling data quality; they need effective means of summarizing large data sets into convenient and relevant forms for analysis and interpretation ; they need data sampling methods with a minimum amount of bias; they need intelligent search methods which will find the most interesting structures; and they need more integrated and "friendly" data analysis environments where "boring aspects" of the analyst’s job may be kept to the minimum so that interesting aspects of the job can be focused on. Of course, many of these needs were there before large data sets came into the picture. However, searching for interesting structures in large data sets has called for better ways of doing these things and suggested new areas for research. Take data quality control as an example. We begin to see "data cleaning" companies being set up to respond to the need to automate (at least partially) the laborious process of managing imperfect data as this often consumes a significant amount of resources. Outliers, or outlying observations, are particularly difficult to handle as some of them are measurement errors, while others may represent something "significant" from the viewpoint of the application domain. In this situation an outright rejection of outliers based on some statistical tests is normally not a very good idea. So, a careful analysis of outliers by data analysts is normally desirable. However, if there are many of them (this is often the case when dealing with large data sets), manual analysis may become insufficient. Some preliminary work has been performed to explore the possibility of automating certain aspects of outlier analysis (Liu et al. 1994). Apart from the need to research into the problems and opportunities brought about by the analysis of large data sets, it is of strategic importance to obtain a deep understanding of how data analysts carry out their task and to see how their analysis procedures may be encoded, extended, or improved. The rapid development of statistical and AI tools has made many aspects of data analysis routine, e.g. there is no longer the need to concern we with the mechanics of how to find a structure in a data set (Hand 1996). Instead we can concentrate on considering the "high-level" issues such as what kind of structures should be sought, what questions should we be asking, what would be the most appropriate method of analysis, and how the results should be interpreted. We can find out how the analyst’s knowledge and strategies can be most effectively captured in IDA tools and applications. We can study the strengths and weaknesses of numerous computational techniques and their potential contributions to the various stages of the data analysis process. We can see how these techniques may be most appropriately used and how we may assist data analysts in their quest to uncover interesting and useful structures from large data sets. In IDA-95, the Intelligent Data Analysis community demonstrated great enthusiasm and resourcefulness in responding to the above challenges by presenting many interesting pieces of research. For example, much interesting work on data exploration was reported; many useful real world IDA applications were described; some fundamental research problems were addressed; and we also begin to see some papers (e.g. St Am ant and Cohen), but not many, on developing intelligent assistants for data analysts. These papers were concerned with human-machine data analysis, and asked: what kind of intelligence is needed to make this type of analysis work effectively? Although IDA-95 was successful in bringing together people with different backgrounds to discuss important issues in intelligent data analysis, there is much to be desired. First, some people presented essentially black-box techniques. The boxes might be intelligent, but it was unclear how these boxes may contribute to the overall data analysis process. Second, there were not many papers on the effective integration of AI and statistical techniques to approach data analysis tasks. For example, papers on statistical analysis tend to have little AI content, whereas AI approaches tend to talk about machine learning and knowledge discovery without referring much to specific data analysis issues. Third, we need more work addressing issues arising from analyzing very large data sets. Last, but not least, IDA-95 was less focused than it should have been. This problem might be addressed in subsequent IDA symposia because the potential areas for IDA are very large and trying to address every possible issue in any given symposium could lead to the possibility of only scratching surfaces and not making serious progress. A survey after IDA-95 supported the idea of making IDA a regular, biennial conference. IDA-97, the second in the series, will be focusing on "Reasoning about Data". We are interested in intelligent systems that reason about how to analyze data, perhaps as human analysts do. Analysts often bring exogenous knowledge about data to bear when they decide how to analyze it; they use intermediate results to decide how to proceed; they reason about how much analysis the data will actually support; they consider which methods will be most informative; they decide which aspects of a model are most - 8 - uncertain and focus attention there; they sometimes have the luxury of collecting more data, and plan to do so efficiently. In short, there is a strategic aspect to data analysis, beyond the tactical choice of this or that test, visualization or variable.
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